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We are interested in understanding Internet outages. In our work, we have been developing the use of active probing of destination networks to detect network outages [7]. We probe networks with ICMP echo request messages (“pings”), and interpret networks that cease responding as down. We know that active probing provides an incomplete view of the network, since it can only see networks that agree to respond (those that are not firewallled), however, we have previously shown that this approach provides a reasonable picture of more than half of the active Internet [2]. We therefore believe that our approach can effectively evaluate network outages.

The key unique characteristics of our work is that it provides a third-party view of edge-network resiliency taken on-demand. Considering each of these aspects: We believe a third-party viewpoint is important. Individual network operators and ISPs have the capability to track the resiliency of their own networks. But a third party viewpoint is clearly independent of any business motivations of individual ISPs, and a third party can provide consistent, unbiased observations over many different ISPs.

Use of on-demand probes of edge-networks is important to evaluate outages as seen by end-users, not just ISPs, and to detect problems that are independent of the routing system. Prior work has used passive observations [1] or focused on identifying routing problems [4, 5]. We see active probing of edge networks as essential to provide timely, precise observations of what users experience.

We have recently described network outages that occurred during Hurricane Sandy [3] at the end of October, 2012. There are always occasional network outages in a network the size of the Internet. However, we show that the U.S. network outage rate approximately doubled when the hurricane made landfall, and that it took about four days to recover to prior levels.

Figure 1 shows U.S. networks had an outage rate of about 0.2% before landfall. (This rate seems somewhat better than the global average.) This rate jumps to 0.43%, more than double the prior U.S. baseline, for the 24-hours following landfall. The outage level drops slowly over the next four days, first to around 0.3% and finally returning to the baseline on 2012-11-03.

We did additional analysis to identify the location of these outages. Figure 2 focuses on the northeastern seaboard, showing outages by network location (as determined by MaxMind GeoLite City [6]). Circles in this figure are weighted by outage size and duration (as in Figure 2). While we see some outages elsewhere in the U.S., this figure shows the localized and long-lasting outages in the New York/New Jersey area at and immediately following landfall.

We are continuing to develop our outage detection methods, and we believe a third-party system can monitor outages over the global IPv4 address space with minimal traffic overhead.
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Figure 2: Geographic location of observed outages in the Northeastern U.S., by day. Top row: 3 days before landfall, second: 3 days after landfall. Circle area represents the block-rounds of outage at each location. (The point in the mid-Atlantic represents U.S. networks with unknown cities.; dataset: [8]).
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